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Project: AI & Ethics
Starting point:

• AI-approach (neural network, deep learning) 

for analysis of medical image data 

➔ detection & diagnostic support for 

esophageal carcinomas (cancer)

funding period: 10.2018 – 09.2020

funded by: 

Critical aspects (e.g.):

• Back-box, responsibility, changes in doctor-patient 

relationship & care structures, accessibility ...

Aim: 

• stakeholder perspectives on AI-supported medical decisions 

➔ development of ethical guidelines for the medical use of AI systems

Additional problem : 

• Divergence of ethical normativity (ought) / empiricism of clinical reality (is)

Evaluation of different stakeholder-values and their weight in AI-based 

technologies development, construction and usage-embedment 
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(Some) potential benefits of AI-applications in medicine

• Consolidation of health care costs & ensuring quality of medical care

(Elsner et al. 2018, Kearney et al 2018)

• Help/support with detection/diagnosis, therapeutic decisions, forecasts or 

result predictions, monitoring (Combi 2017)

• Increasing temporal capacities on the physicians' side (for difficult cases) & 

extended access to decision-relevant information 

(de Bruijne 2016, Lebedev et al. 2018, Rampasek/Goldenberg 2018)

• Improvement of health care also in rural regions (Mayo/Leung 2018)

• A more comprehensive assessment with cost reduction (Madabhushi/Lee 2016)

• Reduction of time, labour and personal costs (Thompson et al. 2018)
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(Some) critical aspects of AI-applications in medicine
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• Controllability of results & defining gold standards for critical diagnostic 

cases (Schneider/Weiller 2018)

• comparability of human medical experts and technical capabilities (e.g. 

judgments, performance) (Jörk 2018, Müschenich 2018, Schneider/Weiller 2018)

• Legitimating AI-regulation & human corrections/interventions if AI 

outperforms human performances? (Thompson et al. 2018)

• norm of Individual medical empathy & personal presence = increasing 

physicians self-understanding? → correlative relation between worries -

usage competences & trust (Jörk 2018)

• Patients interests (e.g. data souverains, data protection) vs. economic 

interests (Jörk 2018)
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(Sonar et al. 2017, 237)

Semiotic & socio-technical/techno-social characteristics
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Why taking on such considerations?

“As several authors have criticized AI and speculated how it may affect our

lives, it becomes doubly important to address the history of AI technology

from a non-deterministic stance (…). Rather than asking how AI has affected

society and changed the nature of work, it is vital to ask instead what choices

have been made in the type of AI technology that has been developed (…). This

view accords more control to the individual, thus making the technology

appear less sinister and less mystifying and ultimately more open to

criticism. Such an approach can form a natural ally to the “human centered”

debate in information systems and AI.”

(Adam 1990, 237)

Evaluation of different stakeholder-values and their weight in AI-based 

technologies development, construction and usage-embedment 
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Analysis of AI`s history
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(1) Understanding / perception of AI

− E.g. intelligence terms/criteria, positive/negative narrative, underestimating 

complexity (approving attitude) / overestimating possibilities (skeptical)

(2) Basic technical aspects / extended relationships to data

− E.g. more technology (data-dependent) = higher susceptibility to errors? 

(3) Design & implementation aspects (focusing accountability & responsibility)

− E.g. special or general design & implementation criteria, dimensions of 

accountability/responsibility

(4) Relationship between humans & technology in decision-making

− E.g. dimensional limits of technical decisions/automation, Loss of decisions 

without technical support?

(5) Extended requirements for future systems & research benefits

− E.g. control challenges (legal framework conditions, data protection), health 

economic aspects (standard benefit, accessibility)

Identified areas of problematization
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• combining of a theoretical analyzing of literary mentioned threats as initial 

insights into the normative landscape with stakeholder-interviews, provides 

empirical access to normative debates

• Implementation of AI as a social challenge leads to the necessity of an 

consciously construction on the basis of concrete, value-oriented 

principles, which should be obtained with the involvement of all 

stakeholders and through consensual procedures

• Reconstruction of AI`s history and the accompanying normative 

discourses as well as the involvement of stakeholders using social science 

methods are only two ways to support the formulation of ethical principles 

of medium range

Conclusion
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Thank you for your attention!

Arne Sonar (M.A.): Arne.Sonar@oth-regensburg.de 

Prof. Dr. phil. habil. Karsten Weber: Karsten.Weber@oth-regensburg.de
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Regensburg Center of Health Sciences and Technology (RCHST)
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• reducing the scope of AI-approaches for a more small-scale application

orientation leads to an expansion (and specification) of aspects to be

considered

• modern attributes of AI and especially their growing techno-social

dimensions, increase the necessity of critical reflections in development

and implementation of such specific operational AI systems

A comparison of past and current ethical and social debates on AI and its contribution to a 

better understanding of concerns regarding recent applications of AI in medical diagnostics

• consideration of growing number of connected small technical factors: 

sensors, data, algorithms (and their training) 

➔ higher potentials for error susceptibility implie necessity of human 

supervising?

➔ reflecting applications in more than just one dimension of their use (tool, 

machine, system)

• functional tools with increasing effects on workflows

• development of technical applications as further parts of developing 

application areas (and future society) 

➔ development and implementation as inter- and transdisciplinary

approaches concerning all relevant stakeholder


